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"Deep learning"  is 
shorthand for the 
creation of a function 
F(x, v) so that the 
inputs v (the training 
data)  produce 
correct outputs.  So it 
is a new type of   

interpolation. The 
mathematics is a combination of linear algebra and calculus 
(optimizing the weights) and statistics  (controlling the variance). The 
18.065 course at MIT  has become a "second course in linear 
algebra"  for students from all departments and all years. It  has a 
textbook, Linear Algebra and Learning from Data. Video lectures are 
on  OpenCourseWare. The key link from linear algebra to data science 
is the Singular Value Decomposition. It has become the foundation of 
applied linear algebra and we need to teach it. 

VII.1 The Construction of Deep Neural Networks 377

The goal in optimizing x = A1, b1, A2, b2 is that the output values vℓ = v2 at the
last layer ℓ = 2 should correctly capture the important features of the training data v0.
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Figure VII.2: A feed-forward neural net with 4 neurons on one internal layer.
The output v2 (plus or minus) classifies the input v0 (dog or cat). Then v2 is a composite
measure of the 3-component feature vector v0. This net has 20 weights in Ak and bk.

For a classification problem each sample v0 of the training data is assigned
1 or −1. We want the output v2 to have that correct sign (most of the time).
For a regression problem we use the numerical value (not just the sign) of v2.
We do not choose enough weights Ak and bk to get every sample correct. And we
do not necessarily want to ! That would probably be overfitting the training data.
It could give erratic results when F is applied to new and unknown test data.

Depending on our choice of loss function L(x,v2) to minimize, this problem
can be like least squares or entropy minimization. We are choosing x = weight
matrices Ak and bias vectors bk to minimize L. Those two loss functions—
square loss and cross-entropy loss—are compared in Section VII.4.

Our hope is that the function F has “learned” the data. This is machine learning.
We don’t want to choose so many weights in x that every input sample is sure to be
correctly classified. That is not learning. That is simply fitting (overfitting) the data.

We want a balance where the function F has learned what is important in recognizing
dog versus cat—or identifying an oncoming car versus a turning car.

Machine learning doesn’t aim to capture every detail of the numbers 0, 1, 2 . . . , 9.
It just aims to capture enough information to decide correctly which number it is.
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